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Reviewer Comments to Author: 

I would like to thank the authors for responding each of my comments. Based on their revision, I have 

following follow-up comments. 

1. The authors explain that the inflation in the estimation of small causal effects in Table 3 is due to the 

winner's curse and inadequate shrinkage imposed by IHT. Lasso does not seem to suffer the winner's 

curse problem but introduces too much shrinkage toward zero. I think it would be useful to also show 

the beta estimate from the standard GWAS model to demonstrate that IHT (should) results in relatively 

smaller bias comparing to the GWAS model with stringent genome-wide significant threshold. 

2. The authors add the results of false positives in Tables 4-6. First, because the total number of causal 

variants are not the same between scenarios, I still think it is more informative and straightforward to 

show the rate rather than the actual numbers. Second, if I read it correctly, what they compute for the 

false positives is the proportion of false positives among all rejections of the null, a kind of false 

discovery rate (FDR). Have they looked at the type I error rate under the null model, which is what 

typically controlled in GWAS? Finally, it is not clear how they control the FDR and the FDR in their 

simulations seems a bit too high (> 0.05). 

3. The authors show the results of the UK Biobank (UKB) data analysis using IHT. It is important to show 

any clear advantage of their method under a fair comparison with the traditional GWAS. That is, they 

should compare their results to the traditional GWAS with p-values and LD clumping using the same UKB 

samples. They could perform the GWAS analysis themselves to identify nearly independent loci or 

compare to the published GWAS using the same UKB sample size. The results they choose to compare to 

is from GWAS catalog 2016, which is obviously out-dated. 

4. In the response to reviewer 2's second comment, the authors say that 'the performance of group-IHT 

is a lower bound for doubly sparse IHT after our modification'. I presume the group-IHT they mention is 

IHT with variable selection for groups but not within a group. Is the statement their speculation or do 

they have some results to show that? They say they have incorporated this into the revised article but I 

couldn't find much text about it. Apart from the comment itself, I hope the authors can highlight the 

changes in the revised manuscript and point to the changes regarding to each comment. 
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